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SENECA Neuromorphic Architecture [1] 

Event-driven Depth First Convolution [2] Spike-Grouping for Reducing Memory Access

FireNet with Sparse ANN or SNN for Event-based Optical Flow Prediction [3]
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Spike-grouping
2 state mem access / group

Reduce data 
movements

• Scalable and flexible architecture design
• Programable controller and hierarchical memory

Reduce state memory cost
X*Y*C to min(X, Y)*C*4 

Reduce layer latency
Full layer to First event 

Improve vs Energy Latency Area
Loihi >50x >3x >3x

TrueNorth >9x >3x >100x
* 5-layer CNN: (8c3k2p)-(16c3k2p)-(32c3k2p)-128-class

• Reduce neural state memory movements
• Combine with Convolution for events in same pixel

• SNN having higher Pixel-wise sparsity than ANN
• More events in pixels increase data reuse chances
• Result in lower energy and latency on hardware

Where does SNN work better than ANN?

• Event-based Optical Flow Prediction: Estimation optical flow using event camera
• Fair Comparison of ANN and SNN: Similar architecture, sparsity, deploy hardware
• Hardware-aware Training: Novel activation sparsity finetuning for ANN and SNN
• State-of-the-art Accuracy: Maintain low prediction error with >90% activation sparsity

Event-based Vision and Optical Flow Spiking Neural Network and Event-based ANN

Self-Driving Cars
Cost 1000 W

Robots
Cost 50W

Human Brain

1011 neurons
10s of W

Rat Brain

108 neurons
10s of mW

Neuromorphic Computing develops 
Energy Efficient AI systems inspired by the 

key computing paradigms of the brain

P1: Event-based Computing
• High activation sparsity
• Compute non-zero event
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P2: Data-flow Computing

• Instant data consumption
• Near-memory computation

Event-based Camera

Sense Light Intensity Changes

Motion Intensity Change Events
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Spiking Neural Network (SNN)
Event-based:

Efficient data movement 
with sparse spikes

Data-flow:
Spike directly send to 

consuming neuron

Recurrent Unit Event Generator

Event-based Recurrent Neural Network (ANN)

Threshold

FATReLU
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Energy Efficient Neuromorphic Computing Activation Sparsity in LLMs

From Costly Self-Attention LLM to Efficient Recurrent LLM RWKV Architecture (EMNLP, 2023)

Benchmarking with Baseline RWKV using MiniPile Dataset Extension to self-attention OPT on Zero-shot Benchmarks

Training-free Threshold Initialization for Sparse Recurrent LLM Neuromorphic Hardware Simulation Study
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Large Language Models (LLMs)
Cost more than 100000 W (>500 GPUs)

Human Brain
1011 neurons

10s of W

Neuromorphic Computing develops 
Energy Efficient AI systems inspired by the 

key computing paradigms of the brain

• Neuromorphic Chip 
mimics the brain’s 
computing paradigm

• Process activation 
event-by-event to 
exploit sparsity

Energy efficiency linearly correlates with 
activation sparsity

Theoretical token-wise activation sparsity in LLMs (ICML 2023)

• Activation sparsity exists in LLMs and the natural 
sparsity ReLU activation in MLP block is >95%

• Explore sparsity in other linear projection blocks 
require threshold searching

• SOTA threhsold searching require costly training

KV Cache for Self-Attention LLM

Memory of tokens stored in growing blocks

Memory cost linearly increase

K V Q

Constant 
Recurrent State Output

Recurrent LLM

Implicit recurrent memory

NM Chip Preferred

Comparable performance with self-attention LLM

Threshold initialization algorithm. Level 1: iterate over LLM blocks. Level 2: in each block 
iterate over thresholding functions following the predefined order. Level 3: search the optimal 
threshold for each thresholding function by performing R-LLM inference. 

Average Energy Cost (𝜇𝐽) per token

Average Latency (ms) per token

Perform realistic neuromorphic hardware simulation 
study on the SENECA neuromorphic processor using 

real hardware measurements

You can check Poster 12: Optimizing Event-based
Neural Networks on Digital Neuromorphic 
Architecture for a detailed overview on the 

SENECA neuromorphic processor

Double activation sparsity with minimal loss increase on RWKV LLMs

• Our training-free approach can also extend to self-attention LLM
• Our method achieves same performance as the training method (ICLR 2024) 

while 30x faster than its training on GPUs using large dataset
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